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Abstract: Optical microscopes are an essential tool for both the detection of disease in clinics,
and for scientific analysis. However, in much of the world access to high-performance microscopy
is limited by both the upfront cost and maintenance cost of the equipment. Here we present an
open-source, 3D-printed, and fully-automated laboratory microscope, with motorised sample
positioning and focus control. The microscope is highly customisable, with a number of options
readily available including trans- and epi- illumination, polarisation contrast imaging, and
epi-florescence imaging. The OpenFlexure microscope has been designed to enable low-volume
manufacturing and maintenance by local personnel, vastly increasing accessibility. We have
produced over 100 microscopes in Tanzania and Kenya for educational, scientific, and clinical
applications, demonstrating that local manufacturing can be a viable alternative to international
supply chains that can often be costly, slow, and unreliable.

Published by The Optical Society under the terms of the Creative Commons Attribution 4.0 License. Further
distribution of this work must maintain attribution to the author(s) and the published article’s title, journal
citation, and DOI.

1. Introduction

For centuries optical microscopy has been the foundation of scientific imaging and analysis in
many aspects of medicine, life, and physical sciences [1]. Commercially available high-end
microscopes can provide precise motorised high-resolution imaging capabilities, however these
are often prohibitively expensive. This is compounded in the developing world where unreliable
supply chains inflate prices, and slow acquisition [2]. Maintaining equipment adds further
burden as devices have often not been designed for these operating environments [3], and
neither manufacturers representatives nor spare parts are available locally, leading to much of the
laboratory equipment in resource-poor countries being out-of-service [4].

Open-source hardware is poised to revolutionise the distribution of scientific instrumentation,
impacting research, local manufacturing, and education [5,6]. Open science hardware designs
are already in use for both research and education across a wide range of disciplines [7–11].
Within research laboratories in particular, 3D printers have become an increasingly common item
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of equipment. This has led a number of open science hardware projects to use 3D printing as an
accessible platform for locally prototyping and manufacturing laboratory-grade devices [10–12].

Herewe present theOpenFlexureMicroscope (OFM), a 3D-printed, laboratory-grade automated
microscope. The OFM aims to make automated microscopy accessible both to projects with a
modest budget in established labs, and to developing nations aiming to adopt more advanced
scientific research technologies. Unlike other low-cost open-source microscopes the OFM has a
strong focus on providing precise 3D motion for focus and sample positioning, built around a
well-characterised flexure mechanism [13]. This mechanism provides 3-axis positioning with
step sizes as low as 50 nm in the z axis, and 70 nm in x and y. The range of mechanical
motion is smaller than traditional mechanical stages, with 12 × 12 × 4 mm travel, and due to the
primarily plastic construction, our design has a limited load capacity unsuitable for very large
or heavy samples. However, both the range of motion, and load capacity, are ample for most
microscopy applications. The microscope is both compact, fitting within a 15 cm×15 cm×20 cm
volume, and lightweight at ≈ 500 g in its highest resolution, fully automated configuration. The
microscope is designed to be highly modular, and while the positioning mechanism is standard
across all configurations, illumination, optics, and imaging can be completely customized. A
range of included interchangeable optics modules enable different imaging modalities (Section
2.1) allowing different cameras and imaging lenses to be used for applications from blood smear
parasitology to school teaching.
The OFM has now been trialled in a range of applications, and reproduced by a number

of groups around the world. The design (Fig. 1) has been refined to reduce assembly time,
ease component sourcing, and maximise reliability. These ongoing optimisations are key to a
sustainable and useful open hardware project that is trusted for critical applications. Version
6.0 of the OpenFlexure Microscope represents a well tested microscopy platform, enabling the

Fig. 1. Overview of the OpenFlexure Microscope design, in transmission bright-field
configuration. The condenser mount houses an illumination LED and a plastic condenser
lens, while the optics module sits below the stage and houses an objective lens, tube lens,
and camera. The entire optics module is attached to the z-actuator, providing variable focus.
Both the optics module and x-y stage are controlled by actuator gears at the back of the
microscope, optionally driven by stepper motors. A detachable electronics housing stores
optional electronic parts, such as motor controllers and a Raspberry Pi, for automation.
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rapid prototyping of new instrumentation, and replication of high quality research tools, even in
resource-poor settings.

2. Imaging capabilities

The OpenFlexure Microscope uses an interchangeable optics module to easily change between
imaging modes. Most of the optics modules use standard RMS objectives to yield high-quality
images expected from a laboratory microscope, and an option is available to use an inverted,
spatially offset webcam lens to provide magnification at a low-cost for educational use. The
estimated parts costs for various configurations of the microscope are provided in Appendix A.1.
We employ an 8MP CMOS sensor (Raspberry Pi camera V2) to provide digital imaging

capabilities. The front lens of the camera is easily unscrewed and removed, allowing the
optics module to properly function while still providing high-quality imaging. Many low-
cost microscopy projects make use of smartphone cameras for imaging [14–16], however as
these retain the smartphone lens as part of the optical path they usually require additional
costly optical components. In contrast, by using a well characterized, widely available sensor
(Sony IMX219) [17], the OFM is able to reliably reproduce the reported imaging quality
at minimal cost. Furthermore, a permanent, low-cost imaging sensor makes long-running
automated experiments significantly more practical, as discussed in section 2.3. A comprehensive
radiometric characterization of the IMX219 sensor has quantified the shot, read, and fixed-pattern
noise of the sensor, its spectral response, and its stability, demonstrating the Raspberry Pi
camera’s suitability for scientific imaging [18].
The high-quality optics module makes use of achromatic objectives and an achromatic tube

lens to minimize chromatic aberrations. While narrow-band illumination sources would help
further minimize chromatic aberrations, full-color white light imaging is typically required for our
applications such as blood parasite imaging (section 2.1.1) and graphene flake imaging (section
2.1.2). Nevertheless, by introducing achromatic optics, the dominant chromatic effect becomes
the chief ray angle color mixing, which can be largely mitigated with software calibration [19].
OFM optics modules are available for bright-field (with both trans- and epi- illumination)

imaging, polarisation contrast imaging, and epifluorescence imaging. Additionally, both finite
and infinite conjugate objectives can be used by varying the position of the tube lens. Figure 2
provides schematics of trans- (a.) and epi- (b.) illumination configurations. Fluorescence
imaging is realised by inserting a dichroic filter in position F1, and a long-pass filter in position
F2 of the removable filter cube. The cube is connected to a reflection illuminator (L3, LED2)
with suitable LED illumination. Bright-field epi- imaging is achieved by removing filter F2, and
using a standard beamsplitter in position F1. Polarisation contrast imaging requires transmission
illumination (Fig. 2(a)), with a linear polariser in filter cube position F2.
Images in this section are obtained with an RMS objective (100×, 1.25NA oil immersion,

or 40×, 0.65NA dry), an f = 50 mm tube lens (ThorLabs AC127-050-A), and an 8MP CMOS
sensor (Raspberry Pi camera V2) (Fig. 3(a)).

2.1. Imaging modes

2.1.1. Bright-field trans-illumination

Bright-field trans-illumination is the “standard” imaging mode for the OFM. White light
illumination, provided by an LED, is focused onto the sample using an f = 5 mm PMMA
condenser lens. LED illumination is diffused by sanding the LED case, preventing the condenser
from imaging the chip onto a sample. Figure 3(a) shows an image of a Giemsa-stained blood
smear, obtained at the Ifakara Health Institute for the purpose of malaria diagnosis. The image is
obtained with a 100×, 1.25NA oil immersion objective and a 16.25 ms acquisition time. The
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Fig. 2. Cross-section schematics of trans- (a.) and epi- (b.) illumination configurations.
LED1 provides transmission illumination, with a condenser lens L1. LED2 and lens L3
provide epi-illumination, connected to a removable filter cube housing two filters, F1 at
45◦ and F2. These filters can be removed or replaced by beamsplitters or polarizers to
enable bright-field, fluorescence, or polarization-contrast epi-illuminated imaging. In both
configurations, a standard RMS objective O1 and tube lens L2 image the sample onto the
camera sensor CAM.

microscope was vibrationally isolated with a layer of foam below the device. In this configuration,
individual red blood cells, with dimensions on the order of microns, are clearly resolved. A
ring-form trophozoite of Plasmodium falciparum within a red blood cell is highlighted in the
figure inset (contrast has been digitally enhanced for clarity by increasing brightness and gamma).
Despite being only 1 µm to 2 µm across, the morphology of these ring-form parasites is also
clearly resolved by the OFM.
Image quality is in line with expectations for manual microscopes currently used for malaria

diagnosis. However, digital images make it possible to re-examine a slide without physically
preserving and transporting it. This improves record-keeping, quality control, and training of
both new and experienced technicians. Automatic acquisition of images (Section 2.3) goes
further, improving throughput of samples and paving the way for automated image processing to
assist diagnostic technicians.

2.1.2. Bright-field epi-illumination

Reflection (epi-) bright-field imaging is enabled by inserting a 50/50 beam splitter at 45◦ within a
printed filter cube between the tube lens and the sensor. Illumination is provided by a collimated
diffused LED reflected through the objective by the beamsplitter (Fig. 2(b)). Light reflected
from the sample is partially transmitted through the beam splitter and onto the sensor, enabling
imaging of opaque samples.
Figure 3(b) shows graphene flakes on a 300 nm SiO2/Si substrate, illuminated with a white

LED, and imaged using a 40×, 0.65NA dry objective with a 9 ms acquisition time. This provides
enough resolving power to image typical graphene flakes, while simplifying use by removing the
need for immersion oil. Illumination is provided by a Nichia NSPL500DS white LED, with ≈ 20
µW power at the sample plane. Graphene flakes, produced via mechanical exfoliation, are widely
used to study novel electrical and mechanical properties of 2D materials [20]. Thin graphene
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Fig. 3. Schematics (left) and images (right) of four different imaging modalities possible
using the OFM. a. Trans-illumination bright-field imaging of a Giemsa-stained thin blood
smear, obtained with a 100×, 1.25NA oil immersion objective. The inset shows a magnified
section of the image, highlighting a ring-form trophozoite of Plasmodium falciparum. b.
Epi-illumination bright-field imaging of a group of thin graphene flakes, obtained with a
40×, 0.65NA dry objective. The inset shows a magnified section of the image, highlighting
a resolvable tri-layer graphene flake (contrast has been digitally enhanced for clarity by
increasing brightness and gamma). c. Polarisation-contrast trans-illumination image of
5CB liquid crystal droplets. A bright-field image is shown below for comparison. Both
images were obtained with a 40×, 0.65NA dry objective, and depict the same region of the
sample. Arrows on the polarisers denote the transmission axis. d. Fluorescence images
of unstained Lily of the Valley (convallaria majalis) rhizome, at two different wavelengths.
The excitation wavelength (“Ex.”), and minimum emission wavelength imaged (“Em.”) are
shown above the respective panels. Both images were obtained with a 40×, 0.65NA dry
objective, and depict the same region of the sample. Both the colour of illumination LED,
and the filters in the filter cube, will change depending on the application.
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flakes, with random positions and thicknesses across the substrate, are commonly identified by
manual optical microscopy. Subtle variations in the colour and intensity of transmitted light
(≈ 2.3% absorption per layer [20,21]) can be used to estimate their thickness. This method of
identifying flakes is both time consuming and subjective when performed manually, but can be
automated with the OFM. Raman spectroscopy measurements have confirmed that the flake
highlighted in Fig. 3(b) is tri-layer graphene. Unlike other methods of identifying flakes (AFM,
Raman spectroscopy, etc.), this searching method is high speed and low-cost, and the graphene
is not damaged. By optimising illumination for the detection of graphene flakes [22,23], and
improving image processing [20], we estimate the OFM can resolve even monolayer graphene,
and we have also imaged the transition metal dichalcogenide molybdenum disulphide with similar
success.

2.1.3. Polarisation-contrast imaging

Many microscopic structures important to biology and biochemistry benefit from polarisation-
contrast imaging [24–26]. Anisotropic or chiral structures can rotate the polarisation vector
of light propagating through them. The OFM can be used for polarisation-contrast imaging
by placing a one linear polariser between the illumination and the sample, and an orthogonal
polariser between the tube lens and the sensor. Light that passes through the sample unchanged is
extinguished, thus only chiral or anisotropic regions of the sample are imaged. Figure 3(c) shows
an image of 4-Cyano-4′-pentylbiphenyl (5CB) liquid crystal droplets, obtained in polarisation-
contrast mode with a 40× objective (the same as used previously) and 1.3 ms acquisition times.
Illumination is provided by a Nichia NSPL500DS white LED, with ≈ 250 µW power at the
sample plane. Edmund Optics Visible Linear Polarizing Laminated Film (Family ID 1912) was
used to both polarize the illumination and analyze the image. The sample was prepared by
adding a drop of 5CB liquid crystal to the slide, followed by acetone to form a film. The film is
imaged without a cover slip, requiring a dry objective. The droplets can be seen clearly in the
bright-field transmission illumination image, and the liquid crystal orientation structure can be
seen in the cross-polarised image. The isotropic background is extinguished, appearing dark.
Within the droplets, dark regions appear when the 5CB is aligned parallel or perpendicular to the
illumination polarisation, and bright regions appear as the crystal orientation deviates from this.

2.1.4. Fluorescence imaging

Fluorescence microscopy is one of the most important and powerful methods for investigating
a range of biological processes. By illuminating a fluorescent sample with suitable excitation-
wavelength light, emitted light with a Stokes shift in wavelength can be observed. The OFM can
perform low-cost fluorescence microscopy by inserting a dichroic beam splitter and optical filters
within a printed filter cube between the tube lens and the sensor, and illuminating with an LED
of the desired excitation wavelength (Fig. 2(b)).
Figure 3(d) shows fluorescence images of unstained Lily of the Valley (convallaria majalis)

rhizome taken on the OFM. The same 40× dry objective is used to provide a suitable magnification
for the convallaria majalis sample. Stray light from external sources at the emission wavelength
is minimized by covering the top region of the microscope in a compact opaque box. Two
excitation wavelengths (480 nm and 525 nm, with corresponding fluorescence filters as shown in
the figure) were used.

Illumination at 480 nm is provided by a Cree C503B-BCS LED, with ≈ 40 µW at the sample
plane. Fluorescence at >510 nm (green) is imaged using a long-pass dichroic (Comar Instruments
550 IY 50) and emission filter (Comar Instruments 510 IY 125), with a 33 ms acquisition time.
525 nm illumination is provided by a Broadcom HLMP-CM2H-130DD LED. Fluorescence
at >590 nm (red) is imaged using a long-pass dichroic (Comar Instruments 635 IY 125) and
emission filter (Comar Instruments 590 GY 50), with a 600 ms acquisition time.
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The inclusion of rubber feet enables a level of vibration damping suitable for acquisition times
of the order of hundreds of milliseconds, and can be further improved by situating the microscope
in a suitably isolated location, for example on an optical table, and away from desks used for
active work. On short time scales (seconds), Allan deviation on the order of nanometers has
been measured for the flexure stage mechanism [13], representing adequate performance for
fluorescence imaging.

In principle, by selecting appropriate filters and LEDs, illumination modules can be constructed
for any fluorescence wavelength as long as the emission is within the wavelength sensitivity range
of the sensor. We note that in our current setup, the signal to background ratio is much lower for
fluorescence at >590 nm (red) compared to >510 nm (green). This could be improved with the
inclusion of a suitable excitation filter.

2.2. Assessing optical resolution and distortion

We characterise the resolution of the OFM by calculating the point spread function (PSF) from
a black-white edge in an image. This method does not require nanofabrication techniques or
fluorescence imaging capabilities, and is thus appropriate for resource-limited settings. The edge
is provided by a large square from a USAF resolution test target, covering the height of the field
of view. A diffused white LED (Nichia NSPL500DS) is imaged onto the sample by a single-lens
critical illuminator, with a numerical aperture of ≈ 0.48. The sharp edge is then imaged using
the Raspberry Pi Camera sensor as in previous sections, with achromatic optics to minimize
aberrations.
By aligning and averaging several rows of an image with a vertical edge, we recover an edge

response function with low noise. Rows are averaged together using a smoothing spline, which
provides both noise rejection and sub-pixel alignment. Differentiating this edge response function
(after taking the square root to convert from intensity to amplitude) yields a point spread function,
with a full width at half maximum of 480 nm for the 40×, 0.65NA Plan-corrected objective used
in section 2.1. This is very close to diffraction limited performance, over the central 50% of
the field of view. Towards the edges of the field of view both field curvature and aberration
are visible, resulting in decreased resolution. While this can be alleviated to some extent by
acquiring multiple images at different z positions, our preferred solution is to tile images together,
such that only the central region of each tile is used in the final image, and the lower-quality
edges are only required for alignment.
In this configuration, the field of view is 350 µm × 262 µm, calibrated using a 1951 USAF

resolution test chart. At full imaging resolution, this corresponds to a distance-per-pixel of ≈ 100
nm. Due to the presence of a Bayer filter, a 2× 2 block of pixels (≈ 200 nm) must be smaller than
the optical resolution to avoid undersampling the image. At our optical resolution of ≈ 480 nm,
the measured field of view is within this limit, and a significant increase would come close to
undersampling. While this field of view is smaller than most smartphone-based microscopes [16],
the need for a wider field of view is alleviated by our precise positioning mechanics, enabling
whole-slide imaging at high resolution.

By scanning a sample with straight edge across the field of view it is possible to measure
distortion in the optical system. As the optics are axisymmetric, we would expect any distortion
also to be axisymmetric Thus, a straight line would appear to deform as it moved across the
field of view (appearing straight only in the centre). Performing this experiment with a variety
of optical configurations (including an RMS, Plan-corrected objective and a spatially offset
Raspberry Pi camera lens), suggested that distortion is very low in this system (less than 0.5%).
It is possible that even this slight distortion was affected by the non-uniform response of the
Raspberry Pi camera module, and so we suggest it is considered an upper bound.
Calibrating the intensity response of the Raspberry Pi camera module is an important

consideration in making the OFM usable. The sensor is designed to be used with a short focal
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length lens, and consequently suffers from reduced efficiency at the edges of the sensor when
used with light that is normally incident across the sensor, such as we have in the microscope. By
overriding the default “lens shading table” in the Raspberry Pi’s hardware-accelerated image
processing pipeline, we can correct this vignetting, at the cost of increased noise at the edges of
the image [19].

2.3. Automated imaging

2.3.1. Autofocus

As a sample is translated, deviations in the sample thickness, slide angle, and stage position
can cause the image to defocus. As such, autofocus is crucial for automated microscopy. The
OpenFlexure Microscope’s software includes two image-based autofocus algorithms, capable of
automatically bringing a thin, flat sample into sharp focus.
The first makes use of a Laplacian filter, commonly used for edge detection [27,28], as a

sharpness metric. Additional details of this method are given in Appendix A.2. The stage is
moved sequentially through a set of positions, and at each position an image is captured as a
greyscale array, and the sharpness is calculated from this array. While this method is accurate for
the vast majority of samples, it is also slow to run on the Raspberry Pi.

The second option is to measure sharpness while moving the stage continuously, by monitoring
the storage size of each frame in the MJPEG video stream. Details of this method are given in
Appendix A.3. This method completes in 3–4 seconds, an order of magnitude faster than the
Laplacian filter. The speed and reliability of these autofocus options allow for large tiled images
to be captured on the microscope.

2.3.2. Tile scans

One of the many advantages of digital microscopy over traditional microscopy is the ability
to automatically obtain large quantities of data over both space and time. These are clearly
demonstrated by tiled scanning and time-lapse imaging. Tiled scanning allows images much
larger than the normal field of view to be obtained by automatically moving around the sample,
taking images at a series of locations, and then digitally reconstructing a complete image.
Like panorama photography, some overlap is required between the images, but in principle
arbitrarily large scans may be taken within the stage’s range of travel. Unlike traditional panorama
photography however, the extremely short depth-of-field associated with optical microscopy
presents challenges with staying in focus across the scan. In order to properly recombine tiled
images, every image must be properly focused. Thus, the microscope should be brought back
into focus before taking each image. Autofocus accounts for a significant fraction of the time
taken to make a tiled scan, so the JPEG-based fast autofocus method improves acquisition time
by a factor of 5–10.
Figure 4 shows a stitched tile scan of a blood smear sample, obtained from a 10 × 10 grid of

captures. The composite image was obtained using Image Composite Editor from Microsoft
Research [29], taking around 2 minutes to align and stitch the 100 image dataset on mid-range
consumer PC hardware. The figure highlights an individual capture, showing the field-of-view
of a single image in the scan. At each x-y position, the autofocus routine is performed, before
taking a z-stack of 5 images centred on the focus. The central image of each z-stack is used in the
stitched image, while the surrounding z-positions are used for different analyses of the sample.

A typical 10 × 10 grid scan with a 5-image z-stack at each position (500, 8 megapixel images),
running a fast autofocus between each x-y position, can be obtained in under 25 minutes. Storing
raw bayer data per-image increases the acquisition time. By capturing at lower resolutions, a
10× 10× 5 scan can complete in around 15 minutes. We have found that depending on where the
data is being stored, fluctuations in write-speeds significantly affect acquisition time. However,
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Fig. 4. Tiled scan image of a Giemsa-stained thin blood smear, obtained with a 100×,
1.25NA oil immersion objective. The inset highlights an individual 8-megapixel image
from the scan. The composite image was obtained from a 10 × 10 grid of captures. After
accounting for image overlap and skewing, and cropping out edges of the composite with
missing sections, the resulting image is 14920 px ×11270 px (≈ 170 megapixel).

in future this could be optimised by making better use of parallelisation, reducing the variability
in scan acquisition time.
This automation can be used to image samples over long periods of time using time-lapse

imaging. Here, the sample position remains fixed, and images are periodically captured. The
flexure mechanism is known to drift by tens of microns over the course of several days [13,30],
however active correction can be incorporated due to the inclusion of motorized positioning,
for example autofocus can be performed before each capture to negate any long-term positional
drift in focus. Nevertheless, for long data acquisitions, some level of physical isolation of the
microscope is still recommended.
This allows long-term behaviour of samples, for example the growth of biological systems

over many days or weeks, to be captured in a data-efficient manner. Slow time-evolution means
images need only be captured every few minutes or hours, an impractical and tedious task for a
human to perform.

3. Software and usability

Usability and user-experience (UX) have been carefully considered to maximise the breadth of
functionality available on the OpenFlexure Microscope. While the microscope software stack
is designed to be extensible, aided by full documentation and a comprehensive plugin system,
non-developers must be considered the primary users. For this reason, the software is split into a
server, running on the microscope itself, and client applications which communicate with the
microscope over a network. This allows both local control of the microscope via the Raspberry Pi,
as well as remote control over a standard Internet Protocol (IP) network. The server software is
distributed as a pre-built SD card image for a Raspberry Pi microcomputer [31], and is common
to all OpenFlexure Microscopes.

To ensure stability across a wide range of applications, functionality beyond the basics (stage
movement, image captures, and basic hardware configuration) is provided by plugins. Developers
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are able to create new plugins specific to their needs, and enable them on a per-microscope basis.
Crucially, plugins can be disabled or entirely removed from the microscope, allowing for a stable
environment to be restored whenever required.

Our primary client application, OpenFlexure eV, is a cross-platform graphical application that
both exposes basic functionality including a live stream of the microscope camera, and renders
user-interfaces for more complex microscope plugins (tile scanning, autofocus, lens-shading
calibration, and more) [32]. The application is designed with a strong focus on general usability
and UX, especially for non-programmers. Users of the microscope are able to run comprehensive
microscopy experiments, with full control over the format and type of data stored, without any
programming experience.

4. Distributed manufacturing and sustainability

A key aim of the OpenFlexure project is to enable local production. We have demonstrated the
local production of microscopes for educational, scientific, and clinical applications at STICLab’s
facility in Dar es Salaam, and with our partners at Tech for Trade (Nairobi, Kenya). This has
required many optimisations to make the OFM easy to print, assemble, and source parts for,
which is equally useful in established research labs. The open-source [33] designs have been
replicated in maker spaces and academic labs in numerous countries including in Peru, Germany,
Ghana, the USA, and the UK. This replication provides reassurance that the complex printed
components can be produced reliably on a wide range of desktop filament deposition printers.
This ease of production allows customisation and maintenance of the equipment without external
service engineers, and makes the OFM a useful prototyping tool in the development of novel
microscopes, or a component to embed within larger instruments.
The 3D printed translation mechanism requires no assembly or alignment. This reduces the

bill of materials and speeds up assembly of the microscope. Unlike sliding mechanisms that rely
on bearings or smooth ground surfaces, a monolithic flexure mechanism is largely unaffected by
dusty or humid environments. The glass transition temperature of PLA (suggested as a print
material) is above any reasonable expected operating temperature, at ≈ 60◦C, and while the
plastic may deform under heavy loads, the microscope is designed to place only light objects (e.g.
a sample, or the optics module) on the moving stages.
Layer-by-layer 3D printing of complicated geometries often requires additional supports

structures to be printed, which must be removed by complicated post-print processing. The OFM
has been engineered to print without support material, for example by carefully building up
unsupported structures using bridges between parts that are present on lower layers, and using a
small number of thin “ties” that can be easily and quickly removed during assembly. This makes
the design both easier and faster to print, and avoids the risk of damaging printed parts while
removing support.
Non-printed parts have been carefully considered to balance cost, performance, and ease of

sourcing. Components in the mechanism such as nuts, O-rings, and lenses, push-fit into the
design using 3D printed tools. These tools greatly simplify and speed up assembly, allowing
each actuator to be assembled in under five minutes. The microscope takes 1–2 hours for an
experienced builder to assemble, and typically twice that for a first-time build. Push-fit lens
holders ensure that lenses are self-centred, and make it possible to have a single tube extending
from the objective to the camera sensor. This sealed tube excludes dust and fungus – a feature
introduced in response to trials in The Gambia.

Some components have been carefully chosen to improve the microscope’s lifetime. Previously-
used rubber bands perished after weeks to months (regardless of use), and low quality steel
screws wore down after 24 hours of continuous use. With quality stainless screws, lubrication,
and Viton O-rings, we are able to run microscopes through around 30,000 cycles of stage motion
over several months without failure. Some earlier failures were observed in poorly printed
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microscopes, or microscopes printed using low quality filament. Nevertheless, in these situations
another advantage of 3D printed mechanics comes into play: broken parts can be quickly and
easily printed locally and replaced with minimal downtime.

Ultimately, the long-term sustainability of a project such as this one depends on the formation
of a community, which is now active on the project’s repositories on GitLab.com. As well as
questions and bug reports, we have had contributions with fixes and improvements, for example
an adapter to connect the OFM to the “UC2” modular optics system [34], or a rugged enclosure
developed by STICLab to protect the microscope in transport and use.

5. Conclusions

We have demonstrated that the OpenFlexure Microscope design provides a viable platform
for research-laboratory microscopy imaging, owing to both compatibility with high-quality
optical components, and robust translation mechanics. The OpenFlexure Microscope design
provides precise mechanical sample manipulation in a lightweight and compact device, with
comparatively trivial assembly. A range of interchangeable imaging configurations and contrast
modes have been developed, suitable for a wide range of applications. We have demonstrated
bright-field imaging with both epi- and trans- illumination, as well as polarised light microscopy
and multi-channel fluorescence imaging using the OpenFlexure Microscope.
Finally, we have demonstrated the high-speed, automated acquisition of thin blood smears

for malaria diagnosis. Microscopes produced in Tanzania have been used in the Ifakara Health
Institute to obtain large tile scans of patient sample slides. Ring-form trophozoites of Plasmodium
falciparum are clearly resolved by the microscope, demonstrating that the quality of images
are suitable for diagnosis of malaria in-line with the current “gold-standard”. By combining
automated image acquisition with suitable machine-learning, rapid, parallel infection diagnosis
is possible, significantly increasing the potential throughput of patients in local clinics.

A. Appendix

A.1. Estimated cost of production

Costs of common hardware (see Table 1) were obtained from UK retailers, with prices in GBP.
For the cost summaries given below, these have been converted to USD at a representative
conversion rate of 1.30 USD per GBP.

Table 1. Common fastening hardware. Bulk total (using unit prices) 3.80 GBP. One-off total (using
pack prices) 19.20 GBP

Name Qty Supplier Code Pack size Unit price Pack price

Common hardware

M3x25mm hexagon head screws 3 Westfield Fasteners WF10920 30 0.104 GBP 3.12 GBP

M3 brass nut 4 Westfield Fasteners WF20152 50 0.049 GBP 2.45 GBP

M3 stainless steel washer 8 Westfield Fasteners WF10888 200 0.009 GBP 1.8 GBP

M3x8mm cap head screw 14 Westfield Fasteners WF2344 80 0.035 GBP 2.8 GBP

M2x6mm cap head screws 4 Westfield Fasteners WF14259 30 0.11 GBP 3.3 GBP

30 × 2mm Viton Rubber O-Rings 3 Simply Bearings 5 0.56 GBP 2.8 GBP

Common electronics

5mm white LED 1 Farnell 2419079 1 0.23 GBP 0.23 GBP

60 Ohm resistor 1 Farnell 2401722 10 0.0298 GBP 0.298 GBP

Motorised version

M4x6mm button head screws 6 Westfield Fasteners WF2233 40 0.06 GBP 2.4 GBP
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These estimates do not include time of assembly, which is generally 3-4 hours for an
inexperienced builder or 1-2 hours for a more experienced builder, per microscope. Likewise,
the cost of 3D printers themselves are excluded.

Low-cost version

No motors, cheap webcam as sensor and optics, no microcomputer.

• PLA: ≈ $5 USD.

• Low-cost webcam: ≈ $5 USD.

• Common hardware: Bulk ≈ $5 USD, one-off ≈ $26 USD (see Table 1)

Basic version

No motors, Raspberry Pi microcomputer, and Raspberry Pi camera as sensor and optics.

• PLA: ≈ $5 USD.

• Raspberry Pi microcomputer: $35 USD.

• Raspberry Pi Camera rev 2.1: ≈ $25 USD.

• Common hardware: Bulk ≈ $5 USD, one-off ≈ $26 USD (see Table 1)

High-resolution, motorised version

Motorised, Raspberry Pi microcomputer, Raspberry Pi camera as sensor, RMS objective and
tube lens.

• PLA: ≈ $5 USD.

• Raspberry Pi microcomputer: $35 USD.

• Raspberry Pi Camera rev 2.1: ≈ $25 USD.

• Common hardware: Bulk ≈ $5 USD, one-off ≈ $26 USD (see Table 1)

• 3×28BYJ-48 micro stepper motors: ≈ $5 USD

• Achromatic tube lens: ≈ $55 USD.

• RMS microscope objective: ≈ $50 USD.

• Motor driver board: Varies depending on model. Custom board used in this paper ≈ $50
USD.

A.2. General autofocus method

The objective is sequentially moved to a range of z-axis displacements from the current position.
The range, and step size, of this sequence can be freely controlled. At each position, an image is
captured as an RGB array, and converted into a greyscale image by taking the mean of the three
colour channels at each pixel. A 2D Laplacian filter is applied to the image, highlighting regions
of spatially rapid intensity changes (indicative of a well-focused image). The image is squared to
prevent regions of positive and negative curvature cancelling out, and the sum of all pixels in
the filtered image is then used as a sharpness metric. The objective is returned to the position
corresponding to the highest sharpness determined by this metric. While this algorithm generally
performs well, capturing RGB arrays and filtering each image in sequence is time consuming.
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A.3. Fast autofocus method

For remote control, the microscope’s software serves a real-time MJPEG stream of the camera
feed. In this stream, each frame is individually JPEG-compressed. This JPEG compression
makes use of the discrete cosine transform. The image is split into blocks, and each block’s data
can be described as the superposition of 2-dimensional cosine functions of varying amplitude
and spatial frequency. Crucially, sharp image features are associated with high-frequency cosine
functions. The JPEG compression algorithm will only store amplitudes for the lowest set of
frequencies required to accurately represent the image. Therefore, an image containing sharp
features across many blocks will require more stored amplitude values, resulting in a larger
output file. For this reason, the size of a JPEG image can, with a few key exceptions, be used as a
reasonably good metric for overall image sharpness.
For extremely sparse samples, especially when imaged with a contrast mode resulting in a

black background, this metric can fail. Far out of focus, more blocks within the image will
contain some information. In focus, very few blocks within the image will contain lots of data
(high-frequency amplitudes). In extreme cases, the first effect will become dominant and result
in a larger overall file size. For a majority of situations studied so far however, this sharpness
metric functions well.

The objective first moves to the top of the scan range, then moves down the full scan range in a
single continuous movement. Throughout the movement, the position is recorded against time.
Concurrently, the file size of each image in the MJPEG stream is stored against time. These two
data sets are the correlated to determine an approximate objective position corresponding to
maximum JPEG size. The objective is moved back to this position, and the JPEG size measured
again. This value is then compared against the curve obtained in the first step to estimate how
much further it needs to go, compensating for mechanical backlash. This final movement brings
the objective to its target position.

Funding

Royal Commission for the Exhibition of 1851; Engineering and Physical Sciences Research
Council (EP/P029426/1, EP/R011443/1, EP/R013969/1); Royal Society (RGF\EA\181034,
URF\R1\180153).

Acknowledgments

As the Co-Founder, first CEO, Director of Innovation and Technology Development, and OLI
PI at STICLab, Stanley Jaston Mwalembe dedicated his knowledge and scientific skills into
contributing to the development of the OpenFlexure Microscope to suit an African context. He
keenly saw the real life applications of sayansiScope (OpenFlexure Microscope as branded in
Tanzania by STICLab) in schools, colleges, and universities and research centres across Tanzania.
His journey and life as a whole have left a remarkable impression on this project, and we will
miss his great mind and contributions. May his soul Rest in Eternal Peace. (Stanley Jaston
Mwalembe; 11th March 1962- 21st March 2019)
Presented data and analysis scripts are available at https://doi.org/10.15125/BATH-00734.

Disclosures

The authors declare no conflicts of interest.

References
1. A. J. M. Wollman, R. Nudd, E. G. Hedlund, and M. C. Leake, “From Animaculum to single molecules: 300 years of

the light microscope,” Open Biol. 5(4), 150019 (2015).
2. P. Yadav, “Health product supply chains in developing countries: Diagnosis of the root causes of underperformance

and an agenda for reform,” Heal. Syst. & Reform 1(2), 142–154 (2015).

https://doi.org/10.15125/BATH-00734
https://doi.org/10.1098/rsob.150019
https://doi.org/10.4161/23288604.2014.968005


Research Article Vol. 11, No. 5 / 1 May 2020 / Biomedical Optics Express 2460

3. R. A. Malkin, “Barriers for medical devices for the developing world,” Expert Rev. Med. Devices 4(6), 759–763
(2007).

4. R. Malkin and A. Keane, “Evidence-based approach to the maintenance of laboratory and medical equipment in
resource-poor settings,” Med. Biol. Eng. Comput. 48(7), 721–726 (2010).

5. A. Maia Chagas, “Haves and have nots must find a better way: The case for open scientific hardware,” PLoS Biol.
16(9), e3000014 (2018).

6. J. M. Pearce, “Building Research Equipment with Free, Open-Source Hardware,” Science 337(6100), 1303–1304
(2012).

7. R. Fobel, C. Fobel, and A. R. Wheeler, “DropBot: An open-source digital microfluidic control system with precise
control of electrostatic driving force and instantaneous drop velocity measurement,” Appl. Phys. Lett. 102(19),
193513 (2013).

8. C. Mista, M. Zalazar, A. Pe nalva, M. Martina, and J. M. Reta, “Open Source Quartz Crystal Microbalance with
dissipation monitoring,” J. Phys.: Conf. Ser. 705, 012008 (2016).

9. J. S. Cybulski, J. Clements, and M. Prakash, “Foldscope: Origami-Based Paper Microscope,” PLoS One 9(6), e98781
(2014).

10. T. Baden, A. M. Chagas, G. Gage, T. Marzullo, L. L. Prieto-Godino, and T. Euler, “Open Labware: 3-D Printing
Your Own Lab Equipment,” PLoS Biol. 13(3), e1002086 (2015).

11. C. Zhang, N. C. Anzalone, R. P. Faria, and J. M. Pearce, “Open-Source 3D-Printable Optics Equipment,” PLoS One
8(3), e59840 (2013).

12. A. Maia Chagas, L. L. Prieto-Godino, A. B. Arrenberg, and T. Baden, “The e100 lab: A 3D-printable open-source
platform for fluorescence microscopy, optogenetics, and accurate temperature control during behaviour of zebrafish,
Drosophila, and Caenorhabditis elegans,” PLoS Biol. 15(7), e2002702 (2017).

13. J. P. Sharkey, D. C. Foo, A. Kabla, J. J. Baumberg, and R. W. Bowman, “A one-piece 3D printed flexure translation
stage for open-source microscopy,” Rev. Sci. Instrum. 87(2), 025104 (2016).

14. X. Hong, V. K. Nagarajan, D. H. Mugler, and B. Yu, “Smartphone microendoscopy for high resolution fluorescence
imaging,” J. Innovative Opt. Health Sci. 09(05), 1650046 (2016).

15. W. Zhu, G. Pirovano, P. K. O’Neal, C. Gong, N. Kulkarni, C. D. Nguyen, C. Brand, T. Reiner, and D. Kang,
“Smartphone epifluorescence microscopy for cellular imaging of fresh tissue in low-resource settings,” Biomed. Opt.
Express 11(1), 89 (2020).

16. W. Zhu, C. Gong, N. Kulkarni, C. D. Nguyen, and D. Kang, Smartphone-based Microscopes (Elsevier Inc., 2020).
17. Sony Corporation, IMX219PQH5-C Diagonal 4.60 mm (Type 1/4.0) 8 Mega-Pixel CMOS Image Sensor with Square

Pixel for Color Cameras.
18. M. Pagnutti, R. E. Ryan, G. Cazenavette, M. Gold, R. Harlan, E. Leggett, and J. Pagnutti, “Laying the foundation to

use Raspberry Pi 3 V2 camera module imagery for scientific and engineering purposes,” J. Electron. Imaging 26(1),
013014 (2017).

19. R. Bowman, B. Vodenicharski, J. Collins, and J. Stirling, “Flat-field and colour correction for the raspberry pi camera
module,” https://arxiv.org/abs/1911.13295 (2019).

20. C. M. Nolen, G. Denina, D. Teweldebrhan, B. Bhanu, and A. A. Balandin, “High-Throughput Large-Area Automated
Identification and Quality Control of Graphene and Few-Layer Graphene Films,” ACS Nano 5(2), 914–922 (2011).

21. L. Wu, H. S. Chu, W. S. Koh, and E. P. Li, “Highly sensitive graphene biosensors based on surface plasmon
resonance,” Opt. Express 18(14), 14395 (2010).

22. S. H. Jang and I. Jung, “Visibility of few-layer graphene oxide under modified light using bandpass filters,” J. Opt.
Soc. Am. A 33(10), 2099 (2016).

23. P. Blake, E. W. Hill, A. H. Castro Neto, K. S. Novoselov, D. Jiang, R. Yang, T. J. Booth, and A. K. Geim, “Making
graphene visible,” Appl. Phys. Lett. 91(6), 063124 (2007).

24. W. C. McCrone, L. B. McCrone, and J. G. Delly, Polarized Light Microscopy (Ann Arbor Science Publishers, 1978).
25. R. Oldenbourg, “A new view on polarization microscopy,” Nature 381(6585), 811–812 (1996).
26. J. G. Delly, Essentials of Polarized Light Microscopy and Ancillary Techniques (McCrone Group, Incorporated,

2017).
27. D. Marr and E. Hildreth, “Theory of edge detection,” Proc. R. Soc. Lond. B 207(1167), 187–217 (1980).
28. X. Wang, “Laplacian Operator-Based Edge Detectors,” IEEE Transactions on Pattern Analysis Mach. Intell. 29(5),

886–890 (2007).
29. “Image composite editor - microsoft research,” https://www.microsoft.com/en-us/research/product/computational-

photography-applications/image-composite-editor/ (2019).
30. Q. Meng, K. Harrington, J. Stirling, and R. Bowman, “The OpenFlexure Block Stage: sub-100 nm fibre alignment

with a monolithic plastic flexure stage,” Opt. Express 28(4), 4763 (2020).
31. “Openflexure / pi-gen - gitlab,” https://gitlab.com/openflexure/pi-gen (2019).
32. “Openflexure / openflexure-ev - gitlab,” https://gitlab.com/openflexure/openflexure-microscope-jsclient (2019).
33. “Openflexure / openflexure-microscope - gitlab,” https://gitlab.com/openflexure/openflexure-microscope (2019).
34. B. Diederich, R. Richter, S. Carlstedt, X. Uwurukundo, H.Wang, A. Mosig, and R. Heintzmann, “UC2 – A 3D-printed

General-Purpose Optical Toolbox for Microscopic Imaging,” in Imaging and Applied Optics 2019 (COSI, IS, MATH,
pcAOP), vol. 2019 (OSA, Washington D.C., 2019), p. ITh3B.5.

https://doi.org/10.1586/17434440.4.6.759
https://doi.org/10.1007/s11517-010-0630-1
https://doi.org/10.1371/journal.pbio.3000014
https://doi.org/10.1126/science.1228183
https://doi.org/10.1063/1.4807118
https://doi.org/10.1088/1742-6596/705/1/012008
https://doi.org/10.1371/journal.pone.0098781
https://doi.org/10.1371/journal.pbio.1002086
https://doi.org/10.1371/journal.pone.0059840
https://doi.org/10.1371/journal.pbio.2002702
https://doi.org/10.1063/1.4941068
https://doi.org/10.1142/S1793545816500462
https://doi.org/10.1364/BOE.11.000089
https://doi.org/10.1364/BOE.11.000089
https://doi.org/10.1117/1.JEI.26.1.013014
https://arxiv.org/abs/1911.13295
https://doi.org/10.1021/nn102107b
https://doi.org/10.1364/OE.18.014395
https://doi.org/10.1364/JOSAA.33.002099
https://doi.org/10.1364/JOSAA.33.002099
https://doi.org/10.1063/1.2768624
https://doi.org/10.1038/381811a0
https://doi.org/10.1098/rspb.1980.0020
https://doi.org/10.1109/TPAMI.2007.1027
https://www.microsoft.com/en-us/research/product/computational-photography-applications/image-composite-editor/
https://www.microsoft.com/en-us/research/product/computational-photography-applications/image-composite-editor/
https://doi.org/10.1364/OE.384207
https://gitlab.com/openflexure/pi-gen
https://gitlab.com/openflexure/openflexure-microscope-jsclient
https://gitlab.com/openflexure/openflexure-microscope

